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DYNAMIC BEHAVIORAL PHENOTYPING 
FOR PREDICTING HEALTH OUTCOMES 

CROSS REFERENCE TO RELATED 
APPLICATIONS 

[ 0001 ] This application is a continuation of U.S. applica 
tion Ser . No. 14 / 977,194 , filed Dec. 21 , 2015 , which is 
incorporated by reference in its entirety . 

TECHNICAL FIELD 

[ 0002 ] This document generally describes technology 
related to computer - based dynamic phenotyping of medical 
and / or behavioral data , such as activity tracker data for the 
purpose of characterizing an individual's health . 

BACKGROUND 

[ 0003 ] Medical and behavioral data includes data that 
provides insights into a person's health and wellness ( e.g. , 
fitness level , medical conditions , health behavior ) . Medical 
and behavioral data is generated from a variety of different 
sources , such as mobile computing devices ( e.g. , smart 
phones ) , activity trackers ( e.g. , digital pedometers , heart rate 
monitors ) , wearable devices ( e.g. , smart watches , smart 
clothing ) , electronic scales ( e.g. , Wi - Fi scales ) , medical 
records ( e.g. , electronic medical records ( EMR ) systems ) , 
user - logged information ( e.g. , online food diary , activity 
log ) , and / or medical device information ( e.g. , data generated 
by an individual's medical devices ) . Such data sources , 
whether alone or in combination , can provide medical and 
behavioral data on an individual ( a person or user ) as large 
sets of temporally dense , multi - scale event streams . For 
example , an individual may have a Wi - Fi scale to measure 
body weight , an online food diary to record his / her diet , and 
a digital pedometer ( e.g. , FITBIT device ) to record physical 
activity at a minute - by - minute granularity . In each of these 
examples data sources can provide an event stream of 
medical and behavioral data for the individual , such as daily 
weigh - in information , food and beverages consumed across 
meals , and numbers of steps taken during time intervals 
throughout each day . 

augmenting , by the computer system , the behavioral score 
with medical data for the individual ; identifying , by the 
computer system , a health - behavior phenotype for the indi 
vidual based , at least in part , on a current position or 
trajectory of the augmented behavioral score within a latent 
health - behavior space , wherein the latent health - behavior 
space correlates the individual's augmented behavioral 
score with the health - behavior phenotype for the individual ; 
assigning , by the computer system , the individual to a 
particular population segment from among a plurality of 
population segments based , at least in part , on the current 
position or trajectory of the individual within the latent 
health - behavior space ; and outputting , by the computer 
system , information that identifies the particular population 
segment in association with the individual . 
[ 0006 ] Such a computer - implemented method can option 
ally include one or more of the following features . The 
behavior data can include data from one or more of : an 
activity tracking device that is associated with the indi 
vidual , smart clothing with embedded sensors , wireless scale 
that provides weight measurements , mobile applications 
running on one or more mobile devices associated with the 
individual , an electronic dietary log associated with the 
individual , glucose meters , blood pressure monitors , heart 
rate monitors , heart rate variability monitors , and other 
health - related sensors . The behavior score can include an 
adherence behavior score that indicates how compliant the 
individual is with regard to a schedule or policy . The 
behavior score can include a consistency behavior score that 
indicates consistency of the individual with regard to fol 
lowing a schedule or policy . The behavior score can include 
a goal orientedness behavior score that indicates how well 
the individual completes goals that are set for the individual . 
The behavior score can include an activity level behavior 
score that indicates how physically active an individual is 
across one or more measured activities . The behavior score 
can include a receptivity behavior score that indicates how 
an extent to which the individual responds positively to 
messages or interventions to promote a healthier lifestyle . 
The behavior score can include a responsiveness behavior 
score that indicates how rapidly the individual responds to 
messages or interventions to promote a healthier lifestyle . 
The behavior score can include a habit formation behavior 
score that indicates a duration over which the individual 
changes his / her behavior in response to messages or inter 
ventions to promote a healthier lifestyle . 
[ 0007 ] The computer - implemented method can further 
include accessing , by the computer system , the medical data 
for the individual that indicates one or more health condi 
tions of the individual ; determining , by the computer sys 
tem , the latent health state for the individual based , at least 
in part , on the medical data , wherein the behavioral score is 
augmented based on the determined latent health state for 
the individual . The medical data can include one or more of 
lab data for the individual , electronic medical records for the 
individual , and clinical data for the individual . The identi 
fying can also include identifying a trajectory within the 
latent health - behavior space for the individual . The particu 
lar population segment can be assigned for the individual 
based additionally on the identified trajectory within the 
latent health - behavior space . The trajectory can include a 
shape or trajectory of the individual's position within the 
latent health - behavior space over a period of time . The 

SUMMARY 

[ 0004 ] This document generally describes computer - based 
technology for analyzing medical and behavioral data from 
a variety of different data sources , such as wearable devices , 
activity trackers , mobile computing devices , medical data 
( e.g. , EMR , lab data ) , and / or user - logged information , to 
determine a variety of information regarding an individual's 
health . For example , newer forms of behavioral and activity 
data , such as those generated by wearable devices and 
activity trackers , can be combined with more traditional 
medical data sources , such as medical claims , EMR , and lab 
data , to predict an individual's health risks in a more timely 
and accurate fashion , and to determine more appropriate and 
effective interventions to prevent or mitigate health risks . 
[ 0005 ] In one implementation , a computer - implemented 
method includes accessing , by a computer system , behavior 
data for an individual ( a person or user ) , wherein the 
behavior data includes one or more time series of events 
indicating health - related behaviors of the individual ; deter 
mining , by the computer system , a behavior score for the 
individual based on the behavior data , wherein the behavior 
score indicates a latent behavior state for the individual ; 
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period of time can include a rolling window of time that 
extends from a current time back a threshold length of time . 
[ 0008 ] The latent health - behavior space can include at 
least one medical - related dimension and at least one behav 
ior - related dimension . The medical - related dimension can 
include one or more of : a future medical cost dimension that 
indicates a projected future medical cost for individuals , a 
sleep - related fatigue dimension that indicates levels of 
fatigue resulting from a lack of sleep , a risk of illness 
dimension that indicates a risk of contracting an illness 
within a threshold period of time , and a disease progression 
dimension that indicates a stage of a disease . The behavior 
related dimension can include one or more of : a lifestyle 
healthiness dimension that indicates a level of lifestyle 
healthiness for an individual , a circadian rhythm disruption 
dimension that indicates a level at which an individual's 
circadian rhythm is disrupted , an immune system response 
dimension that indicates how well an individual's immune 
system fends off and recovers from illness , a mobility 
dimension that indicates a level of mobility for an indi 
vidual , and a persuadability dimension that indicates how 
well an individual follows health - related direction to 
improve healthiness . 
[ 0009 ] The computer - implemented method can further 
include determining , by the computer system , one or more 
interventions for the individual based , at least in part , on the 
particular population segment assigned to the individual ; 
and outputting , by the computer system , information that 
identifies the one or more interventions . 
[ 0010 ] In another implementation , a computer system 
includes : one or more processors , and one or more storage 
devices storing instructions that , when executed , cause the 
one or more processors to perform operations including : 
accessing behavior data for an individual , wherein the 
behavior data includes one or more time series of events 
indicating health - related behaviors of the individual ; deter 
mining a behavior score for the individual based on the 
behavior data , wherein the behavior score indicates a latent 
behavior state for the individual , augmenting the behavioral 
score with medical data for the individual ; identifying 
health - behavior phenotype for the individual based , at least 
in part , on a current position or trajectory of the augmented 
behavioral score within a latent health - behavior space , 
wherein the latent health - behavior space correlates the indi 
vidual's augmented behavioral score with the health - behav 
ior phenotype for the individual ; assigning the individual to 
a particular population segment from among a plurality of 
population segments based , at least in part , on the current 
position or trajectory of the individual within the latent 
health - behavior space ; and outputting information that iden 
tifies the particular population segment in association with 
the individual . 
[ 0011 ] Certain implementations may provide one or more 
advantages . For example , behavioral scores , such as indexes 
measuring an individual's pattern of interacting with the 
external world ( e.g. , adherence to a schedule , likelihood to 
exercise ) , can be used to proactively identify symptoms of 
medical conditions before they arise . For instance , minute 
based pedometer data ( steps taken every minute ) can be used 
to identify nighttime activity that could be caused by noc 
turnia ( frequent urination at night ) or , when combined with 
minute - level sleep actigraphy , can be used to identify sleep 
apnea ( pauses in breathing during sleep , often accompanied 
by short arousals and movement ) , circadian rhythm disor 

ders , and / or restless leg syndrome . In another example , 
Influenza can be identified by a decrease in the level of 
activity as measured by pedometers and workout trackers . In 
a similar fashion , the evolution of exercise and activity 
pattern over time may be used to characterize the progres 
sion of neurodegenerative diseases . Mobility patterns as 
sourced by activity trackers can also be employed to detect 
acute episodes of depression and isolation or maniac events . 
Activity trackers can provide mobility and wellbeing infor 
mation for individuals during hospitalization ( e.g. , to assess 
if their circadian rhythm is disrupted ) or immediately after 
it ( e.g. , to assess if a minimum level of exercise to is 
performed , to decrease the risk of readmissions ) . In a further 
example , the increase of weight ( leading to obesity ) can be 
predicted by analyzing the caloric intake in food diaries . 
[ 0012 ] In another example , an individual's behavioral 
scores and medical data can be used to model an individual 
health / behavior latent state ( e.g. , current position of the 
individual within a space that combines medical dimensions 
with behavior dimensions to derive a more complete and 
accurate assessment of the individual's overall health / well 
ness ) , and their trajectories in the latent health / behavior 
space ( e.g. , historical changes in position within a space 
combining medical dimensions with behavior dimensions to 
better infer the individual's trajectory and future health / 
wellness ) can be used to identify patterns that relate change 
in behavior with change in underlying medical conditions . 
The patterns that are identified in these spaces can be 
collectively called ( health / behavior ) “ phenotypes ” and can 
be used to devise behavioral therapies , to attain improve 
ments in an individual's health outcome metrics ( e.g. medi 
cal and pharmaceutical costs , healthcare utilization , etc. ) or 
to assess eligibility for clinical trials . 
[ 0013 ] In a further example , individuals , can be clustered 
in different segments based on , for example , their current 
health / behavior latent state and / or their trajectory in the 
latent health / behavior space . Segments can define cohorts of 
individuals who exhibit similarities ( e.g. , similar latent 
states , similar trajectory pattern through a latent health / 
behavior space ) and can be used for a variety of purposes , 
such as to conduct studies and / or effectively deploy inter 
ventions . Such segments can dynamically vary over time . 
For example , different risk levels can be associated to 
different dynamic segments ( i.e. , segments that dynamically 
vary over time ) . Each segment can be prioritized in a 
different way with increasingly more effective ( although 
more expensive ) interventions . In addition , different seg 
ments can receive different kind of treatments . For instance , 
incentives can then be allocated to different segments of 
members identified by risk and likelihood in order to maxi 
mize overall outcome . 
[ 0014 ] In another example , technical problems can be 
solved and / or computing performance can be improved . For 
instance , technical problems abound regarding large quan 
tities of data , which may be popularly referred to as “ big 
data , ” including how to process and make sense from such 
large data sets . Medical data ( e.g. , EMR , lab data ) and 
behavior data ( e.g. , activity tracker data , food diaries ) 
amount to vast quantities of data in the aggregate and for 
individuals . Behavior score determining provides a way to 
more efficiently process , combine , and determine reliable 
behavior metrics for individuals which can be more effi 
cient than other computer - based techniques that may involve 
more computationally intensive ( and potentially less accu 
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rate techniques ) . Additionally , using health / behavior spaces 
to combine medical and behavioral information can allow 
for inferences into an individual's current and projected 
future health / wellness to be more efficiently determined . 
[ 0015 ] The details of one or more embodiments are set 
forth in the accompanying drawings and the description 
below . Other features and advantages will be apparent from 
the description and drawings , and from the claims . 

DESCRIPTION OF DRAWINGS 
[ 0016 ] FIG . 1 is a conceptual diagram of an example 
computer system to perform dynamic health / behavioral phe 
notyping . 
[ 0017 ] FIGS . 2A - D are flowcharts of example techniques 
for determining adherence scores . 
[ 0018 ] FIGS . 3A - C are flowcharts of example techniques 
for determining consistency scores . 
[ 0019 ] FIG . 4A is flowchart of an example technique for 
determining goal orientedness scores . 
[ 0020 ] FIG . 4B is a chart that depicts an example distri 
bution of a number of steps taken per day . 
[ 0021 ] FIG . 5 is a flowchart of an example technique for 
determining usage variability scores . 
[ 0022 ] FIG . 6 is a flowchart of an example technique for 
determining activity level scores . 
[ 0023 ] FIGS . 7A - Care flowcharts of example techniques 
for determining habit - formation scores . 
[ 0024 ] FIG . 8 depicts graphs showing example changes in 
consistency related to tracking activity . 
[ 0025 ] FIG . 9 depicts an example disease progression 
model . 
[ 0026 ] FIG . 10 depicts example latent health and behav 

fidelity ( i.e. , the likelihood to stick to the same tool to 
measure the same activity , e.g. , the same drug to treat the 
same condition ) , shareability ( i.e. , likelihood to share their 
data ) , consistency ( i.e. , likelihood to use the same tracking 
tools in the same manner ) , and / or other dimensions . Scores 
can vary over time for individuals , and may be determined 
at various timescales ( e.g. , minutes , hours , daily , weekly , 
monthly ) . Additionally , scores can be comparable across a 
population and can provide standardized metrics that can be 
used to identify segments of individuals who exhibit similar 
behavior patterns . 
[ 0032 ] Scores can represent the observable outcome of a 
person's behavior , but their current value and variation over 
time can collectively be a reflection of latent health and 
behavioral states for individuals ( i.e. , their current health / 
behavioral phenotype ) . The dimensions of the hidden state 
space can be predetermined and can represent medical 
conditions ( e.g. , COPD disease stage ) or life state ( e.g. , 
stressed ) . Alternatively , latent dimensions can be inferred 
from the data . Internal health / behavioral states can be 
inferred using any of a variety of appropriate techniques . For 
example , techniques form dynamical systems can be used to 
infer the trajectory of an individual in a state space that is 
most likely given observed scores and medical data for the 
individual . This can allow for individuals to be represented 
in the same reference state space of their health and behav 
ior . 
[ 0033 ] Inferred health / behavioral states can be used to 
cluster individuals into segments based on the trajectory on 
health / behavioral states occupied over time . This operation 
is referred to as “ phenotyping ” . For example , individuals 
who occupy states that are the same or similar ( e.g. , neigh 
boring ) at a given time ( e.g. , they are at the same stage in the 
progression of a chronic disease ) or have occupied similar 
states over time ( e.g. , have moved from " smoker ” to “ non 
smoker ” ) have a similar behavioral phenotype and can thus 
be grouped in the same segment . Such segments can be used 
in a variety of ways , such as to identify and target appro 
priate interventions to individuals that will have the greatest 
likelihood of being effective . For example , if individuals 
within a particular segment ( e.g. , individuals with irregular 
exercise patterns and poor diet ) have been found to respond 
positively to some interventions ( e.g. , monetary incentives 
to exercise and / or eat healthier during periods of time when 
they are sedentary ) but not to others ( e.g. , reminders on their 
mobile devices to exercise or eat healthier ) , then those 
interventions that have been effective ( to which there has 
been a positive response ) can be targeted to other individuals 
within that particular segment . 
[ 0034 ] Interventions can be used to help individuals 
become healthier and to transition between health / behav 
ioral states . Interventions can be varied along a number of 
dimensions , such as by type ( e.g. , motivation , incentive 
offer , reminder ) , delivery mode ( e.g. , text message , push 
notification , email ) , and / or time ( e.g. , morning , afternoon , 
evening , weekends , weekdays ) . Effective targeting of inter 
ventions across a population of diverse individuals in varied 
health / behavioral states can achieved by using health / behav 
ioral states and segments to better inform the interventions 
that should be used for each individual . 
[ 0035 ] FIG . 1 is a conceptual diagram of an example 
computer system 100 to generate health / behavioral pheno 
types and segments . The computer system 100 can include 
any of a variety of appropriate computing devices , such as 

ioral spaces . 
[ 0027 ] FIG . 11 depicts an example of individual segments 
changing over time . 
[ 0028 ] FIG . 12 is a block diagram of example computing 
devices that may be used to implement the systems and 
methods described in this document . 
[ 0029 ] Like reference symbols in the various drawings 
indicate like elements . 

DETAILED DESCRIPTION 

[ 0030 ] This document generally describes computer - based 
technology for combining and evaluating health data from 
medical and behavioral data sources to determine a variety 
of insights into individual health that may not be otherwise 
apparent or discernible from the data itself . For example , 
medical and behavioral data from multiple different health 
data sources can be combined and evaluated to determine 
health risks more promptly , to identify interventions that will 
be most effective for individuals to mitigate health risks , 
and / or to identify segments of individuals to whom the same 
or similar interventions ( and / or health prescriptions ) are 
likely to have similar effects on individual health . 
[ 0031 ] For instance , a set of behavioral dimensions that 
capture fundamental traits of an individual's interaction with 
external touchpoints , such as digital health trackers , mobile 
devices , and healthcare services , can be identified and 
scored . Scores can indicate an individual's performance 
along various behavioral dimensions , such as adherence 
( i.e. , the likelihood to be compliant to a schedule or a 
policy ) , receptivity ( i.e. , the likelihood to follow up on a 
request ) , responsiveness ( i.e. , the rapidity of the response ) , 
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computer servers , cloud - based computer systems , desktop 
computers , mobile computing devices , and / or any combi 
nation thereof . 
[ 0036 ] The example system 100 can be programmed to 
obtain , upon the individual's consent , behavioral data ( indi 
cated by step 102 ) , determine scores ( indicated by step 104 ) , 
infer latent states ( indicated by step 106 ) , and cluster indi 
viduals into segments ( indicated by step 108 ) . For example , 
referring to step 102 , the system 100 can collect , upon the 
individual's authorization , behavioral signals from various 
devices , such as wearable sensors 110 ( e.g. , activity track 
ers ) , measuring devices 112 ( e.g. , Wi - Fi scales ) , smart 
clothing 114 ( e.g. , clothing with embedded sensors ) , mobile 
applications 116 ( e.g. , applications running in the fore 
ground and / or background on mobile computing devices , 
such as smart phones ) , vehicles , other computer systems 
( e.g. , cloud - based food diary system , interactions with web 
sites ) , and / or other behavioral data sources . Each of these 
data sources can provide time series data that represents 
various health - related interactions by an individual . 
Examples time series data 118-124 are depicted as corre 
sponding to the data sources 110-116 , respectively . As 
indicated by the example time series data 118-124 , the time 
series data can vary from source to source in terms of 
frequency and scale . For example , an activity tracker ( ex 
ample wearable device 110 ) may provide data on an indi 
vidual's activity ( example interaction ) every second ( ex 
ample regular frequency ) that indicates a number of steps 
taken by the individual ( example scale ) , as indicated by time 
series data 118. A Wi - Fi scale ( example measuring device 
112 ) may provide data that indicates an individual's weight 
( example scale ) every time the individual weighs himself / 
herself ( example variable frequency ) , as indicated by time 
series data 120. The behavioral data can be collected by the 
system 100 for a plurality of different individuals ( e.g. , 
individual 1 - n ) upon their authorization , each of which may 
have a different collection of behavioral data sources . 
[ 0037 ] The computer system 100 can aggregate signals 
from behavior data sources and can use them to determine 
behavior scores , as indicated by step 104. Behavior scores 
can be determined based on usage pattern on any kind of 
repeated interaction of an individual with resources and / or 
services . Each type of interaction can be represented as a 
time series a sequence of labeled events . Event streams 
can be unions of measured interactions , and can be repre 
sented using the following labeled time series : 

T = ? < t ; K ; V ; ( 1 ) 

volatility of the scores being determined ( e.g. , scores that are 
more volatile may be determined more frequently ) . 
[ 0039 ] Example behavioral scores are described with 
regard to FIGS . 2-7 , which are flowcharts of techniques for 
determining various behavioral scores . These example tech 
niques can be performed by any of a variety of appropriate 
computer systems , such as the computer system 100. The 
behavioral scores can be determined as a function of the 
labeled time series event stream , such as from the data 
sources 110-116 . Example behavioral scores 126-130 for 
activity level , adherence , and consistency are depicted in the 
example in FIG . 1. Additional and / or alternative techniques 
to determine behavioral scores can also be used , such as 
machine learning techniques ( described in more detail 
below ) . 
[ 0040 ] FIGS . 2A - D are flowcharts of example techniques 
200 , 220 , 250 , and 280 for determining adherence scores , 
which are example behavioral scores that indicate how 
compliant an individual is with regard to a schedule and / or 
policy . 
[ 0041 ] Referring to FIG . 2A , the example technique 200 
determines the adherence score based on an average of the 
values for the events over a timeframe . For example , when 
the policy is a medication refill policy , each event can be a 
medication refill and the value can be the number of days 
that the refill contains , which can be averaged over the 
timeframe during which the refills were obtained . The 
example technique 200 includes accessing a time series 
event stream ( 202 ) , such as an event stream of medication 
refills for an individual ; determining a timeframe to use for 
the adherence score ( 204 ) ; combining the values for events 
that fall within the timeframe ( 206 ) , such as adding , multi 
plying , subtracting , weighting , etc. , dividing the combined 
values by the timeframe ( 208 ) ; and outputting the resulting 
value as the adherence score ( 210 ) . 
[ 0042 ] The example technique 200 can be represented by 
the following equation : 

? ; V : ( 2 ) A ( K ) = 
te - to 

where ? s a timestamp , ? ? s the kind of event ( e.g. , daily 
step count , medication taken , food diary entry ) , and V ; is a 
value associated with the reported event ( e.g. , the number of 
steps reported , the kind of medication taken ) . 
[ 0038 ] A variety of different behavioral scores can be 
determined . Each behavioral score can be determined based 
on time series events streams from one or more data sources 
( e.g. , based on combinations of data from multiple data 
sources ) . Behavioral scores can change over time and can be 
determined iteratively by the computer system 100 ( e.g. , 
determined every second , minute , hour , day ) . Some behav 
ioral scores may be determined more frequently than other 
behavioral scores . For example , the frequency with which 
behavioral scores the computer system 100 may determine 
particular behavioral scores can be based on the historical 

where for the subset of T ? or which K = K represent an 
event ( e.g. , medication refill for a specific drug ) , Vi is the 
event value ( e.g. , the number of days that the refill contains , 
te is the timestamp of the most recent event ( e.g. , refill ) , and 
tz is the timestamp of the least recent event . 
[ 0043 ] Referring to FIG . 2B , the example technique 220 
determines how regularly an individual carried out an activ 
ity with a cadence represented by a time period ( e.g. , day , 
week ) , which can indicate an active ratio ( ratio of time 
periods during which there was activity over all of the time 
periods during a timeframe ) . The example technique 220 
includes accessing a time series event stream ( 222 ) ; deter 
mining a timeframe to use for the adherence score ( 224 ) ; 
selecting a first time period in the timeframe ( 226 ) ; and 
combining values for events that fall within the selected time 
period ( 228 ) . If the combined values are greater than ( or 
equal to ) a threshold value ( 230 ) , then that time period can 
be considered to be “ active ” and the time period count 
keeping track of active time periods can be incremented 
( 232 ) . If there are more time periods ( 234 ) , then the next 
time period can be selected ( 236 ) and the steps 228-236 can 
be repeated . If there are no more time periods , then the count 
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[ 0048 ] The example technique 280 can be represented by 
the following equation : 

can be divided by the overall number of time periods to 
determine the active ratio ( 238 ) and can be output as the 
adherence score ( 240 ) . 
[ 0044 ] The example technique 220 can be represented by 
the following equation : ( 5 ) ? ; V ( ? ) ; A ( K ) = te - tb 

( 3 ) A ( K ) = 
Pa 

( te -Ib ) / P 

where P is the unit time period , P , is the number of active 
periods , or the periods ( t -t ; / P for which XV is larger than 
a certain threshold . 

[ 0045 ] Referring to FIG . 2C , the example technique 250 
determines an adherence score based on active streaks 
between events . The technique 250 includes accessing a 
time series event stream ( 252 ) , determining a timeframe to 
use for adherence scores ( 254 ) , selecting a first event during 
the timeframe ( 256 ) , and determining whether a next event 
after the selected event is within a threshold time period 
( 258 ) . If the next event is within the threshold time period , 
then the selected and next event can be determined to be part 
of a qualifying streak and a streak counter can be incre 
mented ( 260 ) . A next event can be selected ( 262 ) and the 
steps 258-262 can be repeated . If a next event is not within 
the threshold period of time ( 258 ) , then the streak count can 
be added to a sum and the streak count can be reset ( 264 ) . 
If there are more events ( 266 ) , then the steps 256-266 can be 
repeated . If there are no more events , then the sum can be 
divided by the timeframe ( 268 ) and output as the adherence 
score ( 270 ) . 
[ 0046 ] The example technique 250 can be represented by 
the following equation : 

where V ( K ) ; is a value associated with activity type K , which 
is evaluated as providing benefits over a period of time P 
after the activity has been performed . 
[ 0049 ] The example techniques for determining adherence 
scores can be performed separately and / or in combination 
with each other . Additionally , other techniques for determin 
ing adherence scores can also be used . 
[ 0050 ] FIGS . 3A - C are flowcharts of example techniques 
300 , 320 , and 350 for determining consistency scores , which 
are example behavioral scores that indicate the consistency 
of an individual with a generic “ regular ” schedule or pre 
defined policy , that , unlike adherence scores , may or may 
not be imposed by an external entity . 
[ 0051 ] Referring to FIG . 3A , a first example technique 300 
for determining consistency scores is presented for deter 
mining the score based on the autocorrelation function of the 
time series . For example , a time series event stream can be 
accessed ( 302 ) , a timeframe for determining the consistency 
score can be determined ( 304 ) , and an autocorrelation func 
tion can be computed for various different time gaps ( 306 ) . 
The values from the autocorrelation function computed at 
the different time lags can be compared and a maximum 
value can be selected ( 308 ) and output as the consistency 
score ( 310 ) . This example technique can be represented by 
the following equation : 

C ( K ) = maxACF ( j ) ( 6 ) 

( 4 ) 
A ( K ) = ? ; S ; 

( te - 16 ) 

where an active streak S ; is defined as the longest time series 
such that no two consecutive activities are temporally sepa 
rated by a period longer than tgap and tgap can be , for 
example , a population constant or a value learned on a 
per - individual basis . 
[ 0047 ] Referring to FIG . 2D , the example technique 280 
can be used to determine an adherence score where the 
benefits of the activity can persist for a period of time after 
the activity has been performed . In the example technique 
280 , a time series event stream can be accessed ( 282 ) , a 
timeframe to use for the adherence score can be determined 
( 284 ) , and values for each event within the timeframe can be 
determined based on observations during a time period 
following each event ( 286 ) . For example , the benefits of the 
activity can be observed during the time period after which 
the activity took place and used to determine a value for the 
activity ( example event ) . The values for the events can be 
combined ( 288 ) , divided by the timeframe ( 290 ) , and output 
as an adherence score ( 292 ) . 

where the consistency score for activity type K can be 
inferred from the autocorrelation function ACFG ) of the 
activity time series at different time lags j = 1 ... n . 
[ 0052 ] Referring to FIG . 3B , the example technique 320 
can be used to determine a consistency score based on how 
well on average a next event in a time series can be predicted 
using one or more models ( e.g. , predefined models , models 
trained on data for the individual and / or population at large , 
models trained on a portion of the time series data , such as 
a prefix of the time series data ) . The more closely the model 
can predict the next value , the more consistent the time 
series data can be determined to be . For example , a time 
series data stream can be accessed ( 322 ) , a timeframe to use 
for determining the consistency score can be determined 
( 324 ) , and a first event can be selected ( 326 ) . One or more 
models can be accessed / determined and used to predict a 
next event value based on the selected event ( 328 ) and a 
difference between the predicted and actual value of the next 
event can be determined ( 330 ) . This difference value can be 
combined ( e.g. , averaged , summed , weighted average ) with 
other difference values determined across the time series 
( 334 ) . If there are more events ( 336 ) , then the next event can 
be selected ( 338 ) and the steps 328-338 can be repeated . If 
there are no more events , then the combined difference 
values can be output as the consistency score ( 340 ) . 
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[ 0053 ] The example technique 340 can be represented by 
the following example equation , which can use a model 
( e.g. , ARIMA model trained on a prefix of the time series ) 
to predict a next value : 

C ( K ) = E [ lâ , -d ; ] ( 7 ) 

where the time series for activity K is predicted by a model 
( e.g. , ARIMA model trained on a prefix of the time series ) , 
d , is the model's ( e.g. , ARIMA ( 9 ) ) approximation of di ? + 
1 - t , diz as the delta time between consecutive events . 
[ 0054 ] Referring to FIG . 3C , the consistency score can be 
determined based on an average of the information content 
of a time series , such as a number of bits per symbol used 
to compress the time series . For example , a time series event 
stream can be accessed ( 352 ) , a timeframe for the consis 
tency score can be determined ( 354 ) , a number of bits per 
symbol that are used to compress the series can be deter 
mined ( 356 ) , and output as a consistency score ( 358 ) . The 
following equation represents an example of the technique 
350 : 

as the proportion ( lambda_2 ) of daily stepcounts coming 
from the one or more goal - based distributions ( 410 ) . A goal 
orientedness score can be determined based on the first and 
second lambda values ( 412 ) , such as the first lambda value 
being divided by the second lambda value ( and / or vice 
versa ) , differences between the lambda values , weighted 
combinations of the lambda values , and / or other combina 
tions / comparisons of the lambda values . 
[ 0059 ] The technique 400 can be represented by the fol 
lowing equation , which provides an example way to mea 
sure goal orientedness scores by assuming that the distribu 
tion of values V_i for activity K is represented by a mixture 
of two Gaussians : 

D ( V ; ) = hN ( 41,01 ) + N ( H2,02 ) ( 9 ) 

where parameters Mi , 01 , 202 are assumed being normally 
distributed for the population , and uz is set to the specific 
goal set ( e.g. , 10,000 steps per day ) . Once the model is 
estimated , the goal orientedness score can be returned as : 

G ( K ) = 1 / 12 ( 10 ) 

[ 0060 ] FIG . 5 is a flowchart of an example technique 500 
for determining usage variability scores , which indicate the 
level of differentiation of an individual across different 
behavior measurements ( e.g. , pedometers , scales , sleep 
monitors ) and / or preferred message channels employed . For 
example , time series event streams can be accessed ( 502 ) 
and , from the event streams , a number of different sources 
through which activities are reported can be determined 
( 504 ) and / or a number of distinct channels through which 
the individuals elects receive messages can be determined 
( 506 ) . The number of channels and / or measurements can be 
combined ( 508 ) and / or outliers ( e.g. , values larger than the 
9th percentile ) can be removed and / or minimized ( 510 ) , 
such as by taking the logarithm of the resulting number to 
penalize outliers . The resulting value can be the variability 

2 ksxsFk + 1 

score . 

C ( K ) = bps ( Q ( d ; ) ) ( 8 ) 

where the number of bits per symbol to compress the 
sequence is determined using standard data compression 
techniques ( e.g. , Huffman encoding , 1z78 ) . Q ( ) is an expo 
nential quantizer ( e.g. , Fibonacci : Q ( x ) = F & ? ? ff ? 

used to quantize the values of di ? + ti + 1 - t? , the 
delta time between consecutive events . 
[ 0055 ] The example techniques for determining consis 
tency scores can be performed separately and / or in combi 
nation with each other . Additionally , other techniques for 
determining consistency scores can also be used . 
[ 0056 ] FIG . 4A is flowchart of an example technique 400 
for determining goal orientedness scores , which are example 
behavioral scores that indicate how much an individual 
seeks to complete goals set for them , such as goal provided 
by a device ( e.g. , activity tracker ) and / or mobile app . For 
example , FITBIT devices congratulate individuals for reach 
ing ten thousand steps in a single day ( example goal ) . A goal 
orientedness score can provide a measure of how likely an 
individual is to seek out this goal , and can be determined by 
measuring how much the individual's historical daily steps 
are skewed by this goal . 
[ 0057 ] For instance , FIG . 4B is a chart 450 that depicts an 
example distribution of a number of steps taken per day for 
a population of individuals incentivized to achieve 10,000 
steps / day . In this distribution , there is a first cluster 452 of 
events around 5,000 steps per day and a second cluster 454 
of events around 10,000 steps per day , which is an example 
goal . Individuals that have more days with stepcount around 
10,000 can be more susceptible to be goal - oriented . 
[ 0058 ] The technique 400 is one example for determining 
goal orientedness scores and can involve comparing how 
much of an individual's daily stepcount events belong to a 
distribution concentrated around the set goal . For example , 
the distribution of daily stepcounts is assumed to be a 
mixture of two normal distributions , one non - goal - oriented , 
with normally distributed mean and variance that can be 
learned from the population ( 402 ) , and one or more goal 
based distributions with predetermined means for one or 
more specific goal sets ( e.g. , 10,000 steps / day ) and variance 
normally distributed over the population . Time series data 
for an individual can be accessed ( 406 ) and used to estimate 
the proportion ( lambda_1 ) of daily stepcounts coming from 
the underlying non - goal - oriented distribution ( 408 ) , as well 

[ 0061 ] FIG . 6 is a flowchart of an example technique 600 
for determining activity level scores , which can indicate 
how active an individual is in general . Activity level scores 
can be based on data from multiple activities or a single 
activity . Activity level scores can also be measured as the 
average level of activity over different time periods , such as 
only over active days ( e.g. , an active day is a day for which 
at least an activity has been reported ) and / or over all days the 
individual could have been active ( e.g. , days of potential 
activity ) . For example , time series event streams can be 
accessed ( 602 ) , one or more activities can be selected ( 604 ) , 
one or more time periods can be selected ( 606 ) , and an 
activity level over the time periods can be determined from 
the one or more selected activities ( 608 ) . The determined 
activity level can be provided as the activity level score 
( 610 ) . 
[ 0062 ] FIGS . 7A - Care flowcharts of example techniques 
700 , 720 , and 750 for determining habit - formation scores , 
which can include receptivity scores ( how much an indi 
vidual's behavior changes in response to a message or other 
intervention ) , responsiveness scores ( how soon after receiv 
ing a message or other intervention that a change in behavior 
is detected ) , and habit formation potential scores ( how long 
after receiving a message or other intervention a change in 
behavior can be expected to persist before the individual 
returns back to his / her pre - intervention value ) . 
[ 0063 ] Referring to FIG . 7A , the example technique 700 
determines receptivity scores , which can determine causa 
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tion between messages and other interventions , and activi 
ties that the messages and / or interventions are intended to 
positively affect ( e.g. , increase activity level , improve 
dietary choices ) . For example , when an individual is sent a 
nudge , or a small message or encouragement meant to 
positively affect their behavior , how much change is seen in 
the affected behavior in response thereto ? Is the reception of 
an encouragement to walk more usually followed by a 
noticeable increase in walked steps ? Receptivity scores can 
indicate whether an individual is receptive to such messages / 
interventions . 
[ 0064 ] For instance , the technique 700 includes time series 
event streams being accessed ( 702 ) , and messages and / or 
other interventions that were provided to an individual being 
identified ( 704 ) . Activities that are intended to be affected by 
the messages and / or other interventions and that occur after 
the messages and / or other interventions are provided to the 
individual can be identified ( 706 ) . From these messages / 
interventions and activities , the computer system 100 can 
determine one or more coefficients that represent impulse 
signals correlating messages / interventions to the resulting 
activities ( 708 ) . For example , the computer system 100 can 
calculate coefficients such as the Granger causality coeffi 
cient and / or Convergent Cross Mapping coefficient , which 
can indicate the causal effect of the messages / interventions 
on the activities . The resulting coefficient can be output as 
the receptivity score ( 710 ) . 
[ 0065 ] Referring to FIG . 7B , the example technique 720 
can be used to determine responsiveness scores , which can 
indicate how quickly a change in behavior is detected from 
the individual following a message / intervention . For 
example , a responsiveness score can be based on how many 
days after a nudge incentivizing a person to walk more than 
10,000 steps does the person actually logs 10,000 daily 
steps . 
[ 0066 ] For instance , the technique 720 includes time series 
event streams being accessed ( 722 ) , and messages and / or 
other interventions that were provided to an individual being 
identified ( 724 ) . Activities that are intended to be affected by 
the messages and / or other interventions can be identified , 
along with the times at which they occur relative to the 
messages / interventions ( 726 ) . The computer system 100 can 
determine times for the measured effects following the 
messages / interventions ( 728 ) and can combine the deter 
mined times ( 730 ) to generate the responsiveness score 
( 732 ) . For example , the computer system 100 can average 
the times for the individual to respond to the messages / 
interventions . The computer system 100 may limit perfor 
mance of the technique 720 to instances when there is a 
measured effect size of at least E. The effect size can be one 
or more global constants for a population , and / or it can be 
learned based on the history of the individual . For example , 
the responsiveness score can be the inverse of the logarithm 
of the average time after a nudge ( message / intervention ) that 
is necessary to perceive a change in behavior measured of 
effect size at least E. 
[ 0067 ] Referring to FIG . 7C , the example technique 750 
can be used to determine habit formation potential scores , 
which can indicate how likely an individual is to keep 
pursuing a newly adopted behavior following a message / 
intervention . For example , habit formation scores can indi 
cate how many consecutive days an individual who has been 
nudged will maintain a daily step count within 5 % of a 
10,000 daily step goal . 

[ 0068 ] For instance , the technique 750 includes time series 
event streams being accessed ( 752 ) , and messages and / or 
other interventions that were provided to an individual being 
identified ( 754 ) . Activities that are intended to be affected by 
the messages and / or other interventions can be identified 
( 756 ) and can be used to determine a length of continued 
effect on activity following messages / interventions ( 758 ) . 
Such effect may be within a margin of a target / goal effect , 
such as being with a threshold percentage ( e.g. , 5 % , 10 % ) of 
a target activity level . Such length may be determined based 
on a number of consecutive events that are within a target / 
goal effect . The computer system 100 can use the determi 
nation to generate the habit formation scores ( 760 ) . 
[ 0069 ] The computer system 100 can additionally and / or 
alternatively determine a variety of other behavior scores . 
For example , the computer system 100 can determine one or 
more activity - specific scores . Some activities can give rise 
to specific scores that are idiosyncratic to the specific 
activity and may not be directly generalized for other 
activities . One example is sleep quality scores , which can 
indicate how well the individual sleeps and how consistent 
their sleep schedule is . In case minute - level sleep data are 
present , sleep quality scores can be determined based on a 
variety of factors , such as the weighted average sleep 
lengths , average number of distinct sleep periods ( e.g. if 
sleep is regularly broken during sleep period ) , standard 
deviation of nightly sleep , standard deviation of falling 
asleep , and / or standard deviation of waking up times . 
[ 0070 ] Another behavior score that can be determined is a 
geographic fingerprint score , which can indicate where an 
individual spends their time as measured by location 
sources , such as GPS trackers from various devices . For 
example , a geographic fingerprint score can indicate 
whether an individual lives / works / recreates in a high cost 
of - living city , in a rural area , a polluted area , etc. 
[ 0071 ] Location variability scores can also be determined . 
Such scores can indicate how likely an individual is to be 
found in the same or different places . For example , a 
location variability score can indicate whether an individual 
is spending most of his / her time at home , at work , equally 
distributed between the two , how frequently the individual 
travels , or other location variation details . Location variabil 
ity scores can be measured in any of a variety of ways , such 
as being based on the percentage of time spent within a 
given threshold distance ( e.g. , 100 yards ) from one or more 
frequently visited geographic locations , such as a person's 
home or work . 
[ 0072 ] Seasonality scores can additionally be determined . 
Seasonality scores can indicate how likely an individual is to 
display seasonal behavior patterns , such as weekly season 
ality patterns , monthly seasonality patterns , quarterly sea 
sonality patterns , etc. For example , seasonality scores can 
measure if the individual has a significant different pattern of 
activities during weekdays / weekend or summer / winter , such 
as the individual being more likely to run on weekdays 
rather than weekends . Seasonality scores can be determined 
with regard to a specific activity or to a set of activities . 
Seasonality scores can be measured using any of a variety of 
appropriate techniques , such as the top - k terms of an ACF 
( autocorrelation function ) ( to capture weekly / monthly sea 
sonality ) and time distributions ( whether the activity is 
concentrated around days / nights , or weekdays / weekends ) . 
[ 0073 ] The computer system 100 can also determine 
incentive sensitivity scores , which can estimate the marginal 
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cost that need to be presented to the individual in order for 
the individual to accomplish an action , such as run an extra 
mile or add an extra app . 
[ 0074 ] Shareability / extraversion scores can be determined 
and can provide a measure of how likely the individual is to 
share progress achieved with other individuals and to reach 
out to their social circle , such as through social media and / or 
social networks . 
[ 0075 ] The computer system 100 can also determine fidel 
ity scores , which indicate the likelihood of the individual 
sticking to one program , device , medication , etc. , to achieve 
a specific purpose . 
[ 0076 ] Peer sensitivity scores can also be determined and 
can provide a measure of a person's likelihood to be 
influenced by messages relayed by their social network . For 
example , the peer sensitivity scores can examine social 
network activity , such as posts , tweets , friend additions , 
likes , etc. , to determine its effect on an individual's behavior . 
[ 0077 ] The scores described above can be determined by 
the computer system 100 alone , together , and / or in various 
combinations . Such combinations of scores can be individu 
alized for each individual , and can be tailored based on a 
number of factors , such as a number and type of different 
behavior data sources that are available to the computer 
system 100 for an individual . Other scores and variations of 
the scores above are also possible . 
[ 0078 ] To be responsive to quick changes , in a time series , 
the scores described above may be computed only on the 
time window of the most recent k measurements or on all the 
measurements collected in a recent time interval . The cur 
rent score may also be a weighted average between the 
windowed score and the score computed on the complete 
time series . 
[ 0079 ] Scores can also be normalized to permit compari 
sons among individuals in a population . For example , a 
score S = S ( K ) can be normalized into SN by , for example , 
transforming it into the quantile Q ( S , D ( S ) ) on the distribu 
tion of score over all the population scores distribution D ( S ) . 
The resulting normalized score , which can be readily com 
pared across individuals in a population , can be represented 

[ 0081 ] Behavioral scores capture an individual's current 
state in their observed behavioral space . Scores can be a 
reflection of a latent , generally non - observable internal state . 
For example , upon entering a stressed out period at work , 
activity level and receptivity scores of an individual may 
likely decrease , whereas other scores , such as price and 
incentive sensitivity , can be expected to be less affected . 
[ 0082 ] In another example , as depicted in the graphs 
800-804 presented in FIG . 8 , a change in consistency in 
tracking activity ( for workout , food logging , and self 
weighting ) is predictive of a change in body mass . For 
instance , the graph 800 depicts the average weight change 
for individuals during adherent and non - adherent periods of 
weight logging , the graph 802 depicts the average weight 
change for individuals during adherent and non - adherent 
periods of food logging , and the graph 804 depicts the 
average weight change for individuals during adherent and 
non - adherent periods of workout logging . Each of these 
graphs 800-804 indicates that non - adherence tends to 
increase the likelihood of weight gain . 
[ 0083 ] The examples discussed above regarding entering a 
stressed out work period and changes to an individual's 
body mass can be modeled as states in a latent space of 
health / wellness of the individual , which can be observable 
in terms of changes in behavioral scores . Behavioral scores 
can also be affected by changes in an individual's health , 
that is , changes in internal states that can be directly related 
to health . For example , consistency , activity level , and 
responsiveness scores are likely to decrease as an individu 
al's health degrades , e.g. , due to the progression of a chronic 
condition such as COPD or CKD . Behavioral scores can 
allow a better explanatory power in making inferences about 
an individual's behavior and health latent states . 
[ 0084 ] Referring back to FIG . 1 , at step 106 the computer 
system 100 can use the behavior scores in combination with 
medical data to determine latent states of each individual in 
their health / behavior state space ( latent state inference ) . The 
latent state space can be inferred based on behavioral scores , 
such as the example behavioral scores 126-130 for activity 
level , adhering , and consistency , as well as on medical data , 
such as lab data 132 and medical claims data 134. An 
example of a 2 - dimensional latent state space 136 that 
relates an individual's COPD stage with the individual's 
stress level over time is depicted in FIG . 1. As depicted in 
this example , the latent state illuminates the progression of 
the individual's medical condition ( progressing from COPD 
stage I to III ) in conjunction to a change in the individual's 
stress level ( progressing from Low to High ) . This behavioral 
latent dimension can add additional information to under 
stand and better categorize an individual's health state , both 
in terms of disease states and in terms of behavioral param 
eters . 
[ 0085 ] Hidden internal states can be identified at step 106 
by combing behavioral scores with each other and / or with 
medical information . This leads to a model that more 
accurately identifies current states occupied by an indi 
vidual , which can be used to better target interventions . For 
instance , latent state information can be used to better and 
more accurately cluster individuals into segments of similar 
individuals , which can aid in generating more effective 
interventions for the individuals . 
[ 0086 ] An individual trajectory in a latent health space can 
be determined from behavioral scores by the computer 
system 100 through a variety of techniques , such as dynami 

as : 

Sv = Q ( S , D ( S ) ) ( 11 ) 

scores [ 0080 ] Additionally and / or alternatively , the 
described above can be determined using machine learning 
based approaches . For example , for a given score S , event 
streams can qualitatively be labeled based on , for example , 
whether they are perceived as being a high score ( SH ) or a 
low score ( SL ) . Such labelling may be automatically per 
formed by the computer system 100 and / or can be per 
formed with the assistance of one or more human operators . 
Subsequently , the computer system 100 can use train a 
binary classifier on the event time series to recognize labels 
Sh and Sz . SVM , Ensemble methods ( e.g. , random forest ) 
can be used and trained on features computed on the event 
streams ( e.g. , mean , variance , etc. ) . Alternatively , one can 
train classifier based on neural networks LSTM ( long - short 
term memory network ) or Convnets ( convolutional neural 
networks ) directly on the raw event stream . The trained 
classifier can then be evaluated on new individual event 
streams and the output probability of an event stream 
belonging to Sh can then be used as normalized score SN for 
the individual . 
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as 

cal system techniques and machine learning techniques like 
Hidden Markov Models , Markov Jump Processes , and par 
ticle filters . 
[ 0087 ] For example , an individual's evolution in latent 
health space can be modeled as a Markov Jump Process . For 
instance , Markov jump processes have been trained from a 
population of subjects with Chronic Kidney Disease ( CKD ) 
to infer the stage of the disease's progression ( stage 1 - V ) in 
an unsupervised manner , such as the example disease pro 
gression model depicted in FIG . 9 , which is from Wang , 
Xiang , et al . , “ Unsupervised Learning of Disease Progres 
sion Models , ” KOO ’14 ( Aug. 27-27 , 2014 , New York , 
N.Y. ) . In the example model depicted in FIG . 9 , the latent 
state space can be composed of a single dimension ( the 
disease stage ) S and transitions within the model can be 
limited to adjacent states that increase from stage to stage 
( decreases along stages not permitted ) . Transitions in the 
model can be triggered by the change in health , such as the 
insurgence of new comorbidities , as indicated by X ( comor 
bidity variable ) . The likelihood of a comorbidity can be 
inferred by the model from the set of clinical observations , 
as indicated by O ( e.g. , diagnosis codes from claims ) for 
example through a noisy - or network . Models can estimate 
the parameters from a population of individuals and to 
output distributions over any of a variety of stages S for each 
individual at any point in time . The greater the value of a 
current stage S [ i ] ( stage i ) for an individual , the more likely 
the individual is to be found at that point of the progression 
given the observations . 
[ 0088 ] Behavior scores can serve as an additional input to 
the Markov Jump Process depicted in FIG . 9 , and allow to 
model the latent health state of an individual on two dimen 
sions : CKD stage ( as inferred by the medical history ) and an 
example “ healthiness of lifestyle ” index , which can be a 
general measure of how healthy an individual's current 
lifestyle is . As depicted in the example latent health and 
behavioral state 1000 depicted in FIG . 10 , the trajectory of 
an individual over time can then be represented in the 
healthiness / CKD - stage space , which can illuminate a cor 
relation between having a healthier lifestyle and the rate of 
the progression of CKD slowing — as indicated by the orbit 
of the trajectory stabilizing around an attractor when the 
trajectory occupies a space associated with a healthier 
lifestyle ( moving from a healthy lifestyle of Low to High 
while at the same time seeing a decrease in the CKD stage 
from II to I ) . Such information and associations would have 
not been available without augmenting the disease progres 
sion model with the behavioral scores . 
[ 0089 ] The value on the “ healthiness of lifestyle ” dimen 
sion of the latent space can be modeled as a function of 
behavioral scores . For example , one could model an increase 
in healthiness of lifestyle as occurring only when both an 
increase in activity level score and consistency score for 
weigh - ins is observed , denoting an individual's commitment 
to improving their lifestyle . 
[ 0090 ] In another example latent health / behavioral space 
1002 depicted in FIG . 10 , a similar model can be used to 
infer the state of an individual in the predicted cost / persuad 
ability space . For example , the past medical history of an 
individual that is input to into a predictive cost model in 
isolation may model the future patient predicted costs with 
only a moderate level of accuracy because it does not take 
into account patient potential to change their behavior , 
which heavily affect medical costs . When the potential of an 

individual to be “ persuaded ” to change their behavior to , for 
instance , embrace a healthier lifestyle is incorporated into 
the model , the inference can become much more accurate . 
Additionally , relationships and correlations between higher 
persuadability and lower predicted cost can become appar 
ent , as indicated in the example graph 1002. The value on the 
persuadability behavioral dimension can be modeled based 
on habit formation scores . Both high receptivity in conjunc 
tion with high responsiveness , or medium / high receptivity 
and habit formation potential can indicate that an individual 
is more likely to be persuaded to pursue a lifestyle more 
conducive of better health , hence lower associated medical 
costs . 

[ 0091 ] Another example of health / behavioral latent space 
dimensions can include a level of circadian rhythm disrup 
tion ( as inferred by sleep - related behavioral scores , such 
advanced sleep phase , delayed sleep phase , irregular sleep 
phase , and / or non - 24 hour sleep phase ) with sleep - related 
fatigue . Fatigue has high sensitivity for circadian rhythm 
disruption but low specificity ( it could depend on other 
factors ) . For this reason , the behavioral dimension related to 
circadian rhythm computed from sleep can help disambigu 
ate the cause of an observed diagnosis of fatigue between 
sleep - related and non - sleep - related . 
[ 0092 ] In another example , health / behavior latent space 
dimensions can include medical dimensions that measures 
the risk of an individual of getting sick ( e.g. , the flu ) or 
having other medical ailments / problems / conditions ( as 
inferred from demographics , previous medical history , and / 
or hospitalization records ) and behavioral dimensions that 
indicate an “ immune system response ” ( as inferred from 
regular level of activity scores and sleep quality ) and per 
suadability ( as inferred from receptivity and responsiveness 
score ) . Medical history , demographics and hospitalization 
can be observed medical data that affect the risk of an 
individual of getting sick ( e.g. , contracting the flu ) . How 
ever , the activity level and good sleep quality imply a likely 
non - debilitated immune system , therefore decreasing the 
risk . In the same way , a highly persuadable individual is 
more likely of respond to a vaccination reminder , therefore 
reducing the risk of contracting an illness ( e.g. , the flu ) . 
[ 0093 ] In another example , a health / behavior space can 
include the progression of Multiple Sclerosis ( MS ) ( or other 
neurodegenerative disease ) , computed as function of the 
medical history , and a “ mobility ” behavioral dimension , that 
captures the ability of the individual of deambulate in a 
self - sufficient way . The mobility dimension can be inferred 
from the activity level score for stepcounts ( how much the 
individual walks or exercise ) , and variability of geographic 
fingerprinting ( how often the individual changes location ) . 
The mobility behavioral dimension can provide insights in 
the progression of MS even if the medical history is too 
coarse - grained to detect any change . 
[ 0094 ] A variety of other latent behavioral and health 
states can be determined from the behavioral scores and 
medical data sources . Additional ways to infer the current 
latent space of an individual from behavioral scores and 
medical data include , but are not limited to : Tensor PCA , 
extended kalman filters , etc. 
[ 0095 ] Referring back to FIG . 1 , at step 108 the computer 
system 100 can use such inferred dynamic hidden states to 
segment the population into distinct groups based on simi 
larities discovered between their current position in the 
latent state space 138 and / or their trajectories in the space 
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140. For example , once individuals from a population are 
represented in the same reference latent state space , such as 
latent space 136 , their position and trajectory in the space 
constitute a phenotype that can be used to segment the 
population using clustering techniques that can place indi 
viduals with similar phenotypes in similar groups . 
[ 0096 ] One way to define similarity between individuals is 
from the state they currently occupy in the latent space . 
Segments can then be defined through any of a variety of 
appropriate techniques , such as nearest neighbor ( k - means , 
spectral clustering are other options ) clustering after defin 
ing a distance metric between phenotypes expressed in the 
reference latent space . In the case in which phenotypes are 
distributions over the state space ( i.e. , individuals are char 
acterized by a distribution of positions or trajectories over 
the latent health / behavior state space ) , rather than a single 
point , the distance metric can be a distributional distance , 
such as EMO ( Earth Mover's Distance ) . For example , 
individuals can be segmented into groups based on their 
current latent states 138 within the example COPD / stress 
level latent space 136. These groupings may or may not fall 
along different predefined regions within the space , such as 
the six different example regions that are depicted— ( 1 ) 
COPD stage I and stress level Low , ( 2 ) COPD stage II and 
stress level Low , ( 3 ) COPD stage Ill and stress level Low , ( 4 ) 
COPD stage I and stress level High , ( 5 ) COPD stage II and 
stress level High , and ( 6 ) COPD stage Ill and stress level 
High . 
[ 0097 ] An additional and / or alternative option is to define 
similarity between individuals based on their trajectories 
over time in the state space ( i.e. , the computed phenotype 
captures the evolution of position in the latent space over 
time ) , rather than the state currently occupied . In this case 
the distance metric between trajectories ( continuous curves 
in the state space ) can be , for example , the Hausdorff 
distance , the DTW ( dynamic time warping ) , or a measure of 
elastic diffeomorphism between the curves . For example , 
individuals can be segmented into groups based on their 
trajectories in the space 140 , which in this example include 
linear trajectories ( lower left corner ) , wavy trajectories ( up 
per half ) , and circular trajectories ( lower right corner ) . These 
groupings can be based on the trajectories and / or the shape 
of their trajectory within the latent space 136 , and can take 
into account historical and current trajectory within the 
space 136. For example , individuals who are exhibiting the 
same pattern of behavior with regard to their stress level 
increasing linearly with their COPD stage ( lower left corner 
group ) can share commonality that may be beneficial in 
identifying appropriate interventions that will be helpful to 
this group , but which may not be helpful to other groups , 
such as the group with wavy trajectories or the group with 
circular trajectories . 
[ 0098 ] The computer system 100 can use the segments to 
target individuals in the same segment with similar inter 
ventions , and / or to conduct a more in - depth analysis or a 
study on them . Other uses of the segments are also possible . 
[ 0099 ] Both the location and nature of segments in the 
state space of the groups and the individuals within them can 
change dynamically with time , as depicted in FIG . 11 , which 
depicts an example of segments changing over time . Not 
only can defined segments within the latent space change 
with time , but individual can dynamically transition between 
segments . For example , at example time T1 ( 1100 ) there are 
only two well separate clusters of individuals . At time T2 , 

two potential evolutions of the population in the state space 
are shown : a first evolution ( 1102 ) in which clusters are 
unchanged , but an individual from group 2 has moved to 
group 1 , and a second evolution ( 1104 ) in which individuals 
have collectively moved in the state space creating a new 
cluster ( group 3 ) . 
[ 0100 ] FIG . 12 is a block diagram of computing devices 
1200 , 1250 that may be used to implement the systems and 
methods described in this document , as either a client or as 
a server or plurality of servers . Computing device 1200 is 
intended to represent various forms of digital computers , 
such as laptops , desktops , workstations , personal digital 
assistants , servers , blade servers , mainframes , and other 
appropriate computers . Computing device 1250 is intended 
to represent various forms of mobile devices , such as 
personal digital assistants , cellular telephones , smartphones , 
and other similar computing devices . Additionally comput 
ing device 1200 or 1250 can include Universal Serial Bus 
( USB ) flash drives . The USB flash drives may store oper 
ating systems and other applications . The USB flash drives 
can include input / output components , such as a wireless 
transmitter or USB connector that may be inserted into a 
USB port of another computing device . The components 
shown here , their connections and relationships , and their 
functions , are meant to be exemplary only , and are not meant 
to limit implementations described and / or claimed this 
document . 
[ 0101 ] Computing device 1200 includes a processor 1202 , 
memory 1204 , a storage device 1206 , a high - speed interface 
1208 connecting to memory 1204 and high - speed expansion 
ports 1210 , and a low speed interface 1212 connecting to 
low speed bus 1214 and storage device 1206. Each of the 
components 1202 , 1204 , 1206 , 1208 , 1210 , and 1212 , are 
interconnected using various busses , and may be mounted 
on a common motherboard or in other manners as appro 
priate . The processor 1202 can process instructions for 
execution within the computing device 1200 , including 
instructions stored in the memory 1204 or on the storage 
device 1206 to display graphical information for a GUI on 
an external input / output device , such as display 1216 
coupled to high speed interface 1208. In other implementa 
tions , multiple processors and / or multiple buses may be 
used , as appropriate , along with multiple memories and 
types of memory . Also , multiple computing devices 1200 
may be connected , with each device providing portions of 
the necessary operations ( e.g. , as a server bank , a group of 
blade servers , or a multi - processor system ) . 
[ 0102 ] The memory 1204 stores information within the 
computing device 1200. In one implementation , the memory 
1204 is a volatile memory unit or units . In another imple 
mentation , the memory 1204 is a non - volatile memory unit 
or units . The memory 1204 may also be another form of 
computer - readable medium , such as a magnetic or optical 
disk . 
[ 0103 ] The storage device 1206 is capable of providing 
mass storage for the computing device 1200. In one imple 
mentation , the storage device 1206 may be or contain a 
computer - readable medium , such as a floppy disk device , a 
hard disk device , an optical disk device , or a tape device , a 
flash memory or other similar solid state memory device , or 
an array of devices , including devices in a storage area 
network or other configurations . A computer program prod 
uct can be tangibly embodied in an information carrier . The 
computer program product may also contain instructions 
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that , when executed , perform one or more methods , such as 
those described above . The information carrier is a com 
puter- or machine - readable medium , such as the memory 
1204 , the storage device 1206 , or memory on processor 
1202 . 
[ 0104 ] The high speed controller 1208 manages band 
width - intensive operations for the computing device 1200 , 
while the low speed controller 1212 manages lower band 
width - intensive operations . Such allocation of functions is 
exemplary only . In one implementation , the high - speed 
controller 1208 is coupled to memory 1204 , display 1216 
( e.g. , through a graphics processor or accelerator ) , and to 
high - speed expansion ports 1210 , which may accept various 
expansion cards ( not shown ) . In the implementation , low 
speed controller 1212 is coupled to storage device 1206 and 
low - speed expansion port 1214. The low - speed expansion 
port , which may include various communication ports ( e.g. , 
USB , Bluetooth , Ethernet , wireless Ethernet ) may be 
coupled to one or more input / output devices , such as a 
keyboard , a pointing device , a scanner , or a networking 
device such as a switch or router , e.g. , through a network 
adapter . 
[ 0105 ] The computing device 1200 may be implemented 
in a number of different forms , as shown in the figure . For 
example , it may be implemented as a standard server 1220 , 
or multiple times in a group of such servers . It may also be 
implemented as part of a rack server system 1224. In 
addition , it may be implemented in a personal computer such 
as a laptop computer 1222. Alternatively , components from 
computing device 1200 may be combined with other com 
ponents in a mobile device ( not shown ) , such as device 
1250. Each of such devices may contain one or more of 
computing device 1200 , 1250 , and an entire system may be 
made up of multiple computing devices 1200 , 1250 com 
municating with each other . 
[ 0106 ] Computing device 1250 includes a processor 1252 , 
memory 1264 , an input / output device such as a display 
1254 , a communication interface 1266 , and a transceiver 
1268 , among other components . The device 1250 may also 
be provided with a storage device , such as a microdrive or 
other device , to provide additional storage . Each of the 
components 1250 , 1252 , 1264 , 1254 , 1266 , and 1268 , are 
interconnected using various buses , and several of the com 
ponents may be mounted on a common motherboard or in 
other manners as appropriate . 
[ 0107 ] The processor 1252 can execute instructions within 
the computing device 1250 , including instructions stored in 
the memory 1264. The processor may be implemented as a 
chipset of chips that include separate and multiple analog 
and digital processors . Additionally , the processor may be 
implemented using any of a number of architectures . For 
example , the processor 410 may be a CISC ( Complex 
Instruction Set Computers ) processor , a RISC ( Reduced 
Instruction Set Computer ) processor , or a MISC ( Minimal 
Instruction Set Computer ) processor . The processor may 
provide , for example , for coordination of the other compo 
nents of the device 1250 , such as control of individual 
interfaces , applications run by device 1250 , and wireless 
communication by device 1250 . 
[ 0108 ] Processor 1252 may communicate with an indi 
vidual through control interface 1258 and display interface 
1256 coupled to a display 1254. The display 1254 may be , 
for example , a TFT ( Thin - Film - Transistor Liquid Crystal 
Display ) display or an OLEO ( Organic Light Emitting 

Diode ) display , or other appropriate display technology . The 
display interface 1256 may comprise appropriate circuitry 
for driving the display 1254 to present graphical and other 
information to an individual . The control interface 1258 may 
receive commands from an individual and convert them for 
submission to the processor 1252. In addition , an external 
interface 1262 may be provided in communication with 
processor 1252 , so as to enable near area communication of 
device 1250 with other devices . External interface 1262 may 
provide , for example , for wired communication in some 
implementations , or for wireless communication in other 
implementations , and multiple interfaces may also be used . 
[ 0109 ] The memory 1264 stores information within the 
computing device 1250. The memory 1264 can be imple 
mented as one or more of a computer - readable medium or 
media , a volatile memory unit or units , or a non - volatile 
memory unit or units . Expansion memory 1274 may also be 
provided and connected to device 1250 through expansion 
interface 1272 , which may include , for example , a SIMM 
( Single In Line Memory Module ) card interface . Such 
expansion memory 1274 may provide extra storage space 
for device 1250 , or may also store applications or other 
information for device 1250. Specifically , expansion 
memory 1274 may include instructions to carry out or 
supplement the processes described above , and may include 
secure information also . Thus , for example , expansion 
memory 1274 may be provided as a security module for 
device 1250 , and may be programmed with instructions that 
permit secure use of device 1250. In addition , secure appli 
cations may be provided via the SIMM cards , along with 
additional information , such as placing identifying informa 
tion on the SIMM card in a non - hackable manner . 
[ 0110 ] The memory may include , for example , flash 
memory and / or NVRAM memory , as discussed below . In 
one implementation , a computer program product is tangibly 
embodied in an information carrier . The computer program 
product contains instructions that , when executed , perform 
one or more methods , such as those described above . The 
information carrier is a computer- or machine - readable 
medium , such as the memory 1264 , expansion memory 
1274 , or memory on processor 1252 that may be received , 
for example , over transceiver 1268 or external interface 
1262 . 
[ 0111 ] Device 1250 may communicate wirelessly through 
communication interface 1266 , which may include digital 
signal processing circuitry where necessary . Communica 
tion interface 1266 may provide for communications under 
various modes or protocols , such as GSM voice calls , SMS , 
EMS , or MMS messaging , CDMA , TOMA , PDC , 
WC MA , CDMA2000 , or GPRS , among others . Such 
communication may occur , for example , through radio 
frequency transceiver 1268. In addition , short - range com 
munication may occur , such as using a Bluetooth , WiFi , or 
other such transceiver ( not shown ) . In addition , GPS ( Global 
Positioning System ) receiver module 1270 may provide 
additional navigation- and location - related wireless data to 
device 1250 , which may be used as appropriate by applica 
tions running on device 1250 . 
[ 0112 ] Device 1250 may also communicate audibly using 
audio codec 1260 , which may receive spoken information 
from an individual and convert it to usable digital informa 
tion . Audio codec 1260 may likewise generate audible sound 
for an individual , such as through a speaker , e.g. , in a 
handset of device 1250. Such sound may include sound from 
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voice telephone calls , may include recorded sound ( e.g. , 
voice messages , music files , etc. ) and may also include 
sound generated by applications operating on device 1250 . 
[ 0113 ] The computing device 1250 may be implemented 
in a number of different forms , as shown in the figure . For 
example , it may be implemented as a cellular telephone 
1280. It may also be implemented as part of a smartphone 
1282 , personal digital assistant , or other similar mobile 
device . 
[ 0114 ] Various implementations of the systems and tech 
niques described here can be realized in digital electronic 
circuitry , integrated circuitry , specially designed ASICs ( ap 
plication specific integrated circuits ) , computer hardware , 
firmware , software , and / or combinations thereof . These 
various implementations can include implementation in one 
or more computer programs that are executable and / or 
interpretable on a programmable system including at least 
one programmable processor , which may be special or 
general purpose , coupled to receive data and instructions 
from , and to transmit data and instructions to , a storage 
system , at least one input device , and at least one output 
device . 
[ 0115 ] These computer programs ( also known as pro 
grams , software , software applications or code ) include 
machine instructions for a programmable processor , and can 
be implemented in a high - level procedural and / or object 
oriented programming language , and / or in assembly / ma 
chine language . As used herein , the terms “ machine - read 
able medium ” " computer - readable medium ” refers to any 
computer program product , apparatus and / or device ( e.g. , 
magnetic discs , optical disks , memory , Programmable Logic 
Devices ( PLDs ) ) used to provide machine instructions and / 
or data to a programmable processor , including a machine 
readable medium that receives machine instructions as a 
machine - readable signal . The term “ machine - readable sig 
nal ” refers to any signal used to provide machine instruc 
tions and / or data to a programmable processor . 
[ 0116 ] To provide for interaction with an individual , the 
systems and techniques described here can be implemented 
on a computer having a display device ( e.g. , a CRT ( cathode 
ray tube ) or LCD ( liquid crystal display ) monitor ) for 
displaying information to the individual and a keyboard and 
a pointing device ( e.g. , a mouse or a trackball ) by which the 
individual can provide input to the computer . Other kinds of 
devices can be used to provide for interaction with an 
individual as well ; for example , feedback provided to the 
individual can be any form of sensory feedback ( e.g. , visual 
feedback , auditory feedback , or tactile feedback ) ; and input 
from the individual can be received in any form , including 
acoustic , speech , or tactile input . 
[ 0117 ] The systems and techniques described here can be 
implemented in a computing system that includes a back end 
component ( e.g. , as a data server ) , or that includes a middle 
ware component ( e.g. , an application server ) , or that 
includes a front end component ( e.g. , a client computer 
having a graphical individual interface or a Web browser 
through which an individual can interact with an implemen 
tation of the systems and techniques described here ) , or any 
combination of such back end , middleware , or front end 
components . The components of the system can be inter 
connected by any form or medium of digital data commu 
nication ( e.g. , a communication network ) . Examples of 
communication networks include a local area network 
( “ LAN ” ) , a wide area network ( “ WAN ” ) , peer - to - peer net 

works ( having ad - hoc or static members ) , grid computing 
infrastructures , and the Internet . 
[ 0118 ] The computing system can include clients and 
servers . A client and server are generally remote from each 
other and typically interact through a communication net 
work . The relationship of client and server arises by virtue 
of computer programs running on the respective computers 
and having a client - server relationship to each other . 
[ 0119 ] Although a few implementations have been 
described in detail above , other modifications are possible . 
Moreover , other mechanisms for performing the systems 
and methods described in this document may be used . In 
addition , the logic flows depicted in the figures do not 
require the particular order shown , or sequential order , to 
achieve desirable results . Other steps may be provided , or 
steps may be eliminated , from the described flows , and other 
components may be added to , or removed from , the 
described systems . Accordingly , other implementations are 
within the scope of the following claims . 

1-19 . ( canceled ) 
20. A computer - implemented method , comprising : 
gathering , by one or more processors , a training set of data 

comprising behavior data and medical data for a popu 
lation of a plurality of individuals , wherein the behav 
ior data for an individual includes one or more time 
series of events representing health - related behaviors 
of the individual comprising data from one or more 
health - related sensors of the individual and wherein the 
medical data for an individual corresponds to medical 
assessments and treatment of the individual including 
one or more of : lab data , electronic medical records , 
and clinical data ; 

training , based on the training set of data for the popula 
tion , a machine learned model configured to predict a 
trajectory of an individual within a latent health - behav 
ior space , the latent health - behavior space comprising 
a multi - dimensional data space including a behavioral 
data dimension and a medical data dimension ; 

receiving behavior data and medical data for a first 
individual ; 

applying the machine learned model to the received 
behavior data and medical data for the first individual ; 
and 

predicting a trajectory of the first individual within the 
latent health - behavior space based on an output of the 
machine learned model . 

21. The computer - implemented method of claim 20 , 
wherein the behavior data comprises data from one or more 
of : an activity tracking device that is associated with the 
individual , smart clothing with embedded sensors , a wireless 
scale that provides weight measurements , mobile applica 
tions running on one or more mobile devices associated with 
the individual , an electronic dietary log associated with the 
individual , glucose meters , blood pressure monitors , heart 
rate monitors , and heart rate variability monitors . 

22. The computer - implemented method of claim 20 , 
wherein training the machine learned model comprises 
training a Markov Jump process based on the training data 
set . 
23. The computer - implemented method of claim 20 , 

wherein the trajectory of an individual within a latent 
health - behavior space comprises a shape or trajectory of the 
individual's position within the latent health - behavior space 
over a period of time . 
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24. The computer - implemented method of claim 23 , 
wherein the period of time comprises a rolling window of 
time that extends from a current time back a threshold length 
of time . 

25. The computer - implemented method of claim 20 , 
wherein the latent health - behavior space comprises at least 
one medical - related dimension and at least one behavior 
related dimension . 

26. The computer - implemented method of claim 25 , 
wherein the medical - related dimension includes one or more 
of : a future medical cost dimension that indicates a projected 
future medical cost for individuals , a sleep - related fatigue 
dimension that indicates levels of fatigue resulting from a 
lack of sleep , a risk of illness dimension that indicates a risk 
of contracting an illness within a threshold period of time , 
and a disease progression dimension that indicates a stage of 
a disease . 

27. The computer - implemented method of claim 25 , 
wherein the behavior - related dimension includes one or 
more of : a lifestyle healthiness dimension that indicates a 
level of lifestyle healthiness for an individual , a circadian 
rhythm disruption dimension that indicates a level at which 
an individual's circadian rhythm is disrupted , an immune 
system response dimension that indicates how well an 
individual's immune system fends off and recovers from 
illness , a mobility dimension that indicates a level of mobil 
ity for an individual , and a persuadability dimension that 
indicates how well an individual follows health - related 
direction to improve healthiness . 

28. The computer - implemented method of claim 20 , fur 
ther comprising : 

performing , by the computer system , one or more inter 
ventions for the individual based on the output of the 
machine learned model . 

29. A non - transitory computer readable storage medium 
comprising instructions which , when executed by a proces 
sor , cause the processor to perform the steps of : 

gathering , by one or more processors , a training set of data 
comprising behavior data and medical data for a popu 
lation of a plurality of individuals , wherein the behav 
ior data for an individual includes one or more time 
series of events representing health - related behaviors 
of the individual comprising data from one or more 
health - related sensors of the individual and wherein the 
medical data for an individual corresponds to medical 
assessments and treatment of the individual including 
one or more of : lab data , electronic medical records , 
and clinical data ; 

training , based on the training set of data for the popula 
ion , a machine learned model figured to predict a 

trajectory of an individual within a latent health - behav 
ior space , the latent health - behavior space comprising 
a multi - dimensional data space including a behavioral 
data dimension and a medical data dimension ; 

receiving behavior data and medical data for a first 
individual ; 

applying the machine learned model to the received 
behavior data and medical data for the first individual ; 
and 

predicting a trajectory of the first individual within the 
latent health - behavior space based on an output of the 
machine learned model . 

30. The computer readable storage medium of claim 29 , 
wherein the behavior data comprises data from one or more 

of : an activity tracking device that is associated with the 
individual , smart clothing with embedded sensors , a wireless 
scale that provides weight measurements , mobile applica 
tions running on one or more mobile devices associated with 
the individual , an electronic dietary log associated with the 
individual , glucose meters , blood pressure monitors , heart 
rate monitors , heart rate variability monitors , and other 
health - related sensors . 

31. The computer readable storage medium of claim 29 , 
wherein training the machine learned model comprises 
training a Markov Jump process based on the training data 
set . 

32. The computer readable storage medium of claim 29 , 
wherein the trajectory an individual within a latent health 
behavior space comprises a shape or trajectory of the 
individual's position within the latent health - behavior space 
over a period of time . 

33. The computer readable storage medium of claim 32 , 
wherein the period of time comprises a rolling window of 
time that extends from a current time back a threshold length 
of time . 

34. The computer readable storage medium of claim 29 , 
wherein the latent health - behavior space comprises at least 
one medical - related dimension and at least one behavior 
related dimension . 

35. The computer readable storage medium of claim 34 , 
wherein the medical - related dimension includes one or more 
of : a future medical cost dimension that indicates a projected 
future medical cost for individuals , a sleep - related fatigue 
dimension that indicates levels of fatigue resulting from a 
lack of sleep , a risk of illness dimension that indicates a risk 
of contracting an illness within a threshold period of time , 
and a disease progression dimension that indicates a stage of 
a disease . 

36. The computer readable storage medium of claim 34 , 
wherein the behavior - related dimension includes one or 
more of : a lifestyle healthiness dimension that indicates a 
level of lifestyle healthiness for an individual , a circadian 
rhythm disruption dimension that indicates a level at which 
an individual's circadian rhythm is disrupted , an immune 
system response dimension that indicates how well an 
individual's immune system fends off and recovers from 
illness , a mobility dimension that indicates a level of mobil 
ity for an individual , and a persuadability dimension that 
indicates how well an individual follows health - related 
direction to improve healthiness . 

37. The computer readable storage medium of claim 29 , 
wherein the instructions , when executed by the processor , 
further cause the processor to perform the steps of : 

determining , by the computer system , one or more inter 
ventions for the individual based on the output of the 
machine learned model . 

38. A system comprising : 
a processor ; and 
a non - transitory computer readable storage medium com 

prising instructions which , when executed by the pro 
cessor , cause the processor to perform the steps of : 
gathering , by one or more processors , a training set of 

data comprising behavior data and medical data for 
a population of a plurality of individuals , wherein the 
behavior data for an individual includes one or more 
time series of events representing health - related 
behaviors of the individual comprising data from one 
or more health - related sensors of the individual and 
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wherein the medical data for an individual corre 
sponds to medical assessments and treatment of the 
individual including one or more of : lab data , elec 
tronic medical records , and clinical data ; 

training , based on the training set of data for the 
population , a machine learned model configured to 
predict a trajectory of an individual within a latent 
health - behavior space , the latent health - behavior 
space comprising a multi - dimensional data space 
including a behavioral data dimension and a medical 
data dimension ; 

receiving behavior data and medical data for a first 
individual ; 

applying the machine learned model to the received 
behavior data and medical data for the first indi 
vidual ; and 

predicting a trajectory of the first individual within the 
latent health - behavior space based on an output of 
the machine learned model . 

39. The system of claim 38 , wherein the instructions , 
when executed by the processor , further cause the processor 
to perform the steps of : 

determining , by the computer system , one or more inter 
ventions for the individual based on the output of the 
machine learned model . 


